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Shape classification is one of the most important tasks in computer vision as demonstrated by the 
large body of work dealing with 3D shape analysis [20], [39]. Recent advances in 3D data acquisition as 
well as the availability of large 3D repositories have been instrumental in the design of new and more 
efficient algorithms for shape classification. 3D shapes may be represented by graphs and 
consequently, graph techniques may be strongly useful for their classification. In this project, we 
address the problem of 3D protein deformable shapes classification. Proteins are macromolecules 
characterized by deformable and complex shapes which are linked to their function making their 
classification an important task: namely for drug discovery and disease characterization. Protein 
shapes can be standardly and robustly generated from their high resolution 3D structures available in 
the Protein Data Bank (http://www.rcsb.org) or using AlphaFold2 [12]. Their conformational space can 
be sampled using molecular dynamics simulations [17]. In this project, proteins are assimilated to 3D 
dynamic deformable objects and their surfaces are represented by graphs, such as triangular 
tessellations or meshes. Generally, in the graph matching state of the art, only the static aspect is 
considered. This is due to a limited understanding of dynamic graphs. Since molecular dynamics can 
be used to efficiently sample the trajectories of molecular 3D objects, they constitute a perfect case of 
study for dynamic graph matching. The goal of our project is to propose and develop new fast and 
scalable methods based on dynamic graph matching and machine learning algorithms to address the 
problem of 3D protein deformable shapes classification. Our research hypotheses and questions can 
be summarized in the following categories: 
1) What are the most relevant data representations, local and global descriptors and features for 3D 
protein deformable structures and properties representations? Our goal is to identify appropriate 
graph representations that take into account, in addition to protein shape, its physicochemical 
descriptors such as hydrophobic and electrostatic potential, then extract and compute a set of 
descriptors and features, allowing to develop powerful and robust graph techniques, including the 
definition of adequate graph distances and robust models, for 3D protein deformable structures and 
properties classification. Since the electrostatic potential is a field, hence continuous, special attention 
will be given to its attribution within the chosen graph representations.  
2) What are the most appropriate graph distances to compare 3D protein deformable shapes? Our 
goal is to propose and develop new fast and scalable graph-based approaches, namely based on 
approximated graph edit distance (GED) techniques, similarity learning and/or hybrid (deterministic 
and learning) techniques to measure the distance between 3D protein deformable shapes. Besides its 
NP-completeness, subgraph matching’s strict constraints are making it impractical for graph pattern 
matching in a dynamic context. As a result, and in order to avoid zero answers, relaxed graph pattern 
matching models have emerged namely graph simulation, strong simulation and strict simulation [18]. 
These new models offer answers in several cases, so they can approximate the graph edit distance in 
the dynamic context. In this project, we will study and propose graph simulation methods and their 
variants, and machine learning models, to compare 3D deformable shapes. 
3) What are the most adequate methods to build robust models to classify 3D protein deformable 
shapes with the highest performance? We address this problem by the exploration and the proposal 



of new fast and scalable graph methods combined with machine learning approaches, such as graph 
embedding, graph kernel techniques and GNN models. We will also investigate and propose new 
methods for features selection and dimensionality reduction. Indeed, some features may be either 
redundant or highly correlated. Furthermore, for very large datasets, such as the Protein Data Bank, 
scalability may become an issue. Finally, we will investigate existing and develop new machine learning 
models and algorithms for graph classification in this particular context taking into account the nature 
of protein data and their deformations and dynamics. In addition, we will incorporate expert 
knowledge in the processes of features selection, learning, classification and evaluation. 

 

Research challenges (2 students) 
Graph representations for 3D protein structures : The challenge in this task is to propose graph models 
which capture the structure and the physicochemical properties of the molecules and represent their 
dynamics 
Graph based metrics for dynamic protein graph comparison: In this task, we will explore structural 
properties of graphs to propose significant metrics which best approximate the Graph Edit Distance - 
GED. To develop a set of graph techniques for comparing two graphs by using tools like graph 
decompositions to generate common edges or subgraphs of the two graphs. We will explore and 
propose new graph decomposition methods. Moreover, we should introduce new graph parameters 
(dominating sets with constraints) and new particular structures (covering subtrees or cycles) to 
compute the distance between graphs to compare 
3D protein deformable shapes classification. We will explore the most adequate methods to build 
robust models to classify 3D protein deformable shapes with the highest performance. 
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