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Brownian particle system

Brownian particles: on the torus Td, for t ≥ 0, 1 ≤ i ≤ N ,
Y i,N
t = Y i,N

0 +
∫ t

0

∫
Td b(Y

i,N
t − z)µN

s (dz)ds+Bi
t,

µN
s := 1

N

∑N
i=1 δY i,N

s
,

(Y i,N )Ni=1 positions in Td, (Y i,N
0 )1≤i≤N

i.i.d.∼ µ◦,
∫
Td |z|p0µ◦ < ∞ for some

p0 > 0;

µN
s is the empirical measure at time s;

b : Td → Rd is an interaction potential;

mean-field scaling.

→ We’ll take b(x− z) = −κ∇W (x− z) for a smooth W with W (x) = W (−x)
and κ > 0 small.
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Langevin particle system
Phase space Td × Rd, for t ≥ 0, 1 ≤ i ≤ N ,

Xi,N
t = Xi,N

0 +
∫ t

0
V i,N
s ds,

V i,N
t = V i,N

0 − β
2

∫ t

0
V i,N
s ds+

∫
Td b(X

i,N
t − z)(µN

x )s(dz)ds+Bi
t,

µN
s := 1

N

∑N
i=1 δXi,N

s ,V i,N
s

, (µN
x )s =

1
N

∑N
i=1 δXi,N

s
.

(Xi,N )Ni=1 positions in Td, (V i,N )Ni=1 velocities in Rd;

µN
s is the empirical measure at time s, (µN

x )s empirical measure of positions
at time s;

b : Td → Rd is an interaction potential (only uses positions);

µ◦ define on Td × Rd with some moment.

the mean-field scaling is considered.

→ talk will be given for Brownian particles, but only one major difference between
both.
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Brownian particles with mean-field interaction
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Natural questions

1 Law of large numbers ? Called here, propagation of chaos, typical behavior
of one particle as N → ∞.

2 Central Limit Theorem ? Scaling and description of the fluctuations around
this limit equation.

3 Concentration estimates ?

4 Refined propagation of chaos ? Corrections to the mean-field limit.

In what sense ?

A complete answer to all of those would include a time-uniform statement: the
associated errors do not deteriorate with time.
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Density, marginal distributions
FN probability density of the system in (Td)N . Solves a forward Kolmogorov
equation, where x̄ = (x1, . . . , xN ) ∈ (Td)N

∂tF
N (x̄) =

1

2
△FN (x̄) + κ

N∑
i=1

divxi

(
FN (x̄)

1

N

N∑
j=1

∇W (xj − xi)
)
.

Marginal distribution of k ≥ 1 particles:

F k
N (t, x1, . . . , xk) =

∫
(Td)N−k

FN (t, x̄) dxk+1 . . . dxN .

Correlations:

1 2 particles: G2
N (x1, x2) = F 2

N (x1, x2)− F 1
N (x1)F

1
N (x2),

2 3 particles:

G3
N (x1, x2, x3) = Sym

(
F 3
N − 3F 2

N ⊗ F 1
N + 2(F 1

N )⊗3
)
.

3 and so on...
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Observables, correlations
Note, if φ : Td → R bounded,

E
[ ∫

Td

φ(x)µN
t (dx)

]
=

∫
Td

φ(x)F 1
N (t, x)dx.

This talk → at the level of observables: the behavior of the random variable∫
Td φ(x)µ

N
t (dx) for φ smooth.

Correlations studied through cumulants of the observable: e.g.

κ2
[ ∫

Td

φµN
t

]
= E

[( ∫
Td

φµN
t

)2]
− E

[ ∫
Td

φµN
t

]2
=

1

N
Var[φ(Y 1,N )]

+
N − 1

N

∫
(Td)2

φ(x1)φ(x2)G
2
N (x1, x2)dx1 dx2,

and in general

κm
[ ∫

Td

φµN
t

]
=

∫
(Td)m

φ⊗mGm
Ndx1 . . . dxm

+O
( 1

Nm

)
.
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Propagation of chaos
Integrating the Kolmogorov equation and using symmetries

∂tF
1
N (x) =

1

2
△F 1

N (x) + κdivx

(∫
Td

∇W (y − x)F 2
N (x, y)dy

)
.

Propagation of chaos: since F 2
N = F 1

N ⊗ F 1
N +G2

N and if G2
N → 0 as N → ∞,

we get the limit equation

∂tf(t, x) =
1

2
△f(x) + κdivx

(
f(x)

∫
Td

∇W (x− y) f(y) dy
)
.

Also true as an evolution in the space of measures:

∂tm(t, µ) = 1
2△m(t, µ) + κdivx

(
m(t, µ)

∫
Td

∇W (x− y)m(t, µ)(dy)
)

m(0, µ) = µ.

Hence, we expect

E
[ ∫

Td

φ(x)µN
t (dx)

]
=

∫
Td

φ(x)F 1
N (t, x)dx ≈

∫
Td

φ(x)m(t, µ◦)(dx).
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Quantitative propagation of chaos: weak form

See Chaintron-Diesz (2023) for more ref. and other notions of propagation of
chaos. Recall E[Φ(µN

t )] =
∫
Td φ(x)F

1
N (dx).

From Mischler-Mouhot, Delarue-Tse, Jourdain...

E[Φ(µN
t )]− Φ(m(t, µ◦) ≤ θ̃(N, t),

with θ̃(N, t) → 0 as N → ∞, typically of order N−1.

Key questions: supt≥0 θ̃(N, t) ≤ Θ(N) ?

Delarue-Tse (2021): under regularity assumptions on b and Φ, there exists C > 0
such that

sup
t≥0

E
[∣∣Φ(µN

t )− Φ(m(t, µ◦))
∣∣] ≤ C

N
.

So in our setting, for this weak notion, Question 1 solved “completely”.
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Natural questions, v2
For φ : Td → R smooth, Φ(µ) :=

∫
Td φ(x)µ(dx),

1 Law of large numbers (Delarue-Tse)

E
[
Φ(µN

t )
]
− Φ(m(t, µ◦)) ≤

C

N

2 Central Limit Theorem: existence of some (νt)t≥0 s. t.

d
(√

N

∫
Td

φ(x)
(
µN
t −m(t, µ◦)

)
(dx),

∫
Td

φνt

)
≤ θ2(N, t)

3 Concentration: for some C > 0, for r > 0 (conditions on r ?)

P
[∣∣∣ ∫

Td

φ(x)
(
µN
t −m(t, µ◦)

)
(dx)

∣∣∣ ≥ r
]
≤ e−CNr2

4 Refined propagation of chaos ? Corrections to the mean-field limit

Gm,N
t ≤ CN1−m, κm[Φ(µN

t )] ≤ CN1−m

for all m ≥ 2 ? In what sense for the first inequality ?

And can we get uniform-in-time results for 2-4 ?
Armand Bernou (Université Lyon 1) Correlations control in mean-field systems 13th June, 2024 12 / 22



Corrections the limit equation

What if we know that G2
N is of order O

(
1
N

)
?

For F 1
N , we can also get

∂tF
1
N (x) =

1

2
△F 1

N (x) + κdivx

(
F 1
N (x)

∫
Td

∇W (x− y)F 1
N (y) dy

)
+ κdivx

( 1

N

∫
Td

∇W (x− y)(NG2
N )(x, y)dy

)
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Corrections to the limit equation II

Assuming that G3
N = O

(
1

N2

)
→ evolution equation on F 2

N

∂tF
2
N (x1, x2) =

1

2
△F 2

N (x1, x2)− κ
∑

1≤i ̸=j≤2

divxi

{
− 1

N
∇W (xi − xj)F

1
N (xi)F

1
N (xj)

+
N − 1

N
b(xi, F

1
N )F 1

N (xi)F
1
N (xj) + 3

N − 1

N
b(xi, F

1
N )F 2

N (xi, xj)

− 3κ
N − 1

N
F 1
N (xj)

∫
Td

∇W (x− xi)F
2
N (xi, x)dx

− 3κ
N − 1

N
F 1
N (x1)

∫
Td

∇W (x− xi)F
2
N (x, xj)dx

}
+O

( 1

N2

)
.

Using that G2
N = F 2

N − (F 1
N )⊗2 we get a closed form for the evolution of F 1

N and
G2

N . The initial data are G2
N |t=0 = 0, F 1

N |t=0 = µ◦.
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Uniform-in-time control of correlations

Theorem (B.-Duerinckx, 2024)

There exists κ0 > 0 such that for any κ ∈ [0, κ0), for all 2 ≤ m ≤ N , there exists
ℓm > 0, Cm > 0 (only depending on d, β,W, µ◦,m) such that, for all t ≥ 0,

∥Gm
N (t)∥W−ℓm,1(Td) ≤ CmN1−m.

→ uniform-in-time answer to Question 4. Combined with Herbst’s argument:
concentration estimates, uniform-in-time answer to Question 3.

Hess-Childs, Rowan 2023: similar result for Brownian systems, non-uniform in
time but with stronger norms, through hierarchical methods.
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Further results: uniform-in-time CLT

Theorem (B.-Duerinckx, 2024)

There exists κ0, λ0 > 0 such that for any κ ∈ [0, κ0), for µt = m(t, µ◦), for all
φ ∈ C∞

c (Td), there exists Cφ > 0 such that for all N, t ≥ 0,

d2

(√
N
( ∫

Td

φµN
t −

∫
Td

φµt

)
,

∫
Td

φνt

)
≤ Cϕ

(
N− 1

2 + e−p0λ0tN− 1
3

)
,

where d2 is the Zolotarev distance, and where (νt)t≥0 solves the Gaussian
linearized Dean-Kawasaki SPDE

∂tνt + v · ∇xνt = divv(
√
µtξt) + divv

((
∇v + βv

)
νt

)
+κ(∇W ⋆ νt) · ∇vµt + κ(∇W ⋆ µt) · ∇vνt,

(νt)|t=0 = ν◦,

where ξ is a space-time white noise in R+ × Td and for all φ ∈ C∞
c (Td)

√
N

∫
Td

φ(µN
0 − µ◦)

L→
∫
Td

φν◦.
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Two sources of randomness

Φ(µ) =
∫
Td φ(x)µ(dx), φ : Td → R smooth. We want κ2

[
Φ(µN

t )
]
= O

(
1
N

)
.

Var[Φ(µN
t )] = Var◦

[
EB [Φ(µ

N
t )]

]
+ E◦

[
VarB [Φ(µ

N
t )]

]
= O

( 1

N

)
?

Same type of decomposition for all cumulants.
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Lions expansion along the flow (CST 22, DT 21)

Let UΦ

(
(t, s), µ

)
= Φ(m(t− s, µ)). Then,

EB

[
Φ(µN

t )
]
= EB

[
UΦ

(
(t, t), µN

t

)]
= Φ(m(t, µN

0 ))

+
1

2N

∫ t

0

EB

[ ∫
Td

Tr
[
∂2
µUΦ

(
(t, s), µN

s

)
(v, v)

]
µN
s (dv)

]
ds︸ ︷︷ ︸

= 1
2N

∫ t
0

∫
Td Tr

[
∂2
µUΦ

(
(t,s),m(s,µN

0 ))
)
(v,v)

]
m(s,µN

0 )(dv)ds

+Terms in 1
N2

This can be used to expand EB [Φ
2(µN

t )] as well ! Then

VarB [Φ(µ
N
t )] = EB [Φ

2(µN
t )]− EB [Φ(µ

N
t )]2

The terms of order 1 cancel out !

Key point: we have representation formula for ∂2
µUΦ using linearized evolutions.

We can truncate expansions uniformly in time.
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Thanks for listening !

B.-Duerinckx, Uniform-in-time estimates on the size of chaos for interacting
Brownian particles, arXiv 2405.19306.
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